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Summary

The morphogenesis of cells and tissues involves an interplay between chemical sig-
nals and active forces on their surrounding surface layers. The complex interaction of
hydrodynamics and material flows on such active surfaces leads to pattern formation
and shape dynamics which can involve topological transitions, for example during
cell division. To better understand such processes requires novel numerical tools.
Here, we present a phase-field model for an active deformable surface interacting
with the surrounding fluids. The model couples hydrodynamics in the bulk to vis-
cous flow along the diffuse surface, driven by active contraction of a surface species.
As a new feature in phase-field modeling, we include the viscosity of a diffuse in-
terface and stabilize the interface profile in the Stokes-Cahn-Hilliard equation by an
auxiliary advection velocity, which is constant normal to the interface. The method
is numerically validated with previous results based on linear stability analysis. Fur-
ther, we highlight some distinct features of the new method, like the avoidance of
re-meshing and the inclusion of contact mechanics, as we simulate the self-organized
polarization and migration of a cell through a narrow channel. Finally, we study
the formation of a contractile ring on the surface and illustrate the capability of the
method to resolve topological transitions by a first simulation of a full cell division.
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1 INTRODUCTION

The morphogenesis of cells and tissues involves an interplay between chemical signals and the mechanics of their surrounding
surface layers1,2,3,4. A striking example is found in cell division, during which the cell manages to constrict itself along a ring to
finally create two daughter cells1,5. The formation of the contractile ring can be explained by a mechano-chemical mechanism of
pattern formation6,7,8,9. Thereby, the concentration of contractile surface molecules, such as myosin, spontaneously assembles
into a ring shape, driven by the interplay of flow, transport and tension along the surface.

While various theoretical studies consider self-organized active fluids on fixed domains10,11,12,13,14,7, the understanding of
the pattern formation and active dynamics of evolving surfaces requires advanced numerical simulation techniques. Deforming
active surfaces were considered in6,15,8,9, coupled to hydrodynamics and material flow. Significant shape deformations including
strong constrictions could be reproduced for tubular surfaces6 as well as for ellipsoidal and spherical surfaces8,9. However, all
previous methods operate with a grid-based representation of the surface. Correspondingly, deformations were limited to some
extent and topological transitions, such as observed during cell division, were not feasible. Also, the spatial configuration of
the surrounding medium was either neglected6,15, or limited to a simple homogeneous fluid8,9. To overcome these limitations,
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Figure 1 The simulation domain. Left: Sketch of the sharp-interface representation, Right: Diffuse-interface representation of
the inset region by a phase-field 𝜙 (top) and the corresponding adaptive mesh (bottom)

we propose a novel phase-field approach to represent the evolving surface. The implicit phase-field description is not only
flexible to deal with complex surrounding geometries, including contact to walls and obstacles, but also enables the simulation
of topological changes of the active material.

Phase-field models provide a flexible tool to capture the dynamics of moving interfaces. An auxiliary field variable 𝜙, the
phase-field, is introduced and used to indicate the bulk phases, e.g.,𝜙 = 1 and𝜙 = 0, which can be arbitrary viscous, viscoelastic
or elastic materials16. The phase-field function varies smoothly between these distinct values across the interface, resulting in a
small but finite interface thickness. Depending on the application of interest, phase-field methods may offer advantages over other
interface-capturing methods. For example, they intrinsically include mass conservation and transport-stabilization. Further, they
allow for unconditionally stable inclusion of surface-tension17 and fully-discrete energy-stable schemes, see e.g.18,19. Additional
physical processes can be coupled to the multi-phase system by means of the diffuse-interface approach20,21, for example to
describe interfacial particles22 or convection-diffusion systems on the interface23,24.

In this paper, we develop the first phase-field model to describe deforming active surfaces. Thereby, we couple the surface
concentration of a contractile species to the viscous hydrodynamics of the deforming surface and the surrounding viscous media.
We end up with a diffuse-interface model which approximates the sharp-interface equations from7,8,9. The model is validated
for spherical geometries with the linear stability analysis from7. We further explore the non-linear regime with a focus on large
deformations. We illustrate the capability of the model to study migration of polarized cells including contact mechanics in
confined spaces. Finally, we provide the first simulation of an active surface which undergoes a topological transition as we
consider spontaneous ring formation leading to a split-up, resembling cell division.

2 MATHEMATICAL MODEL

We start by introducing the sharp-interface model of an active gel surface embedded in a surrounding fluid medium. To this
end, we formulate the model described in7,6,9 in a distribution form which is amenable to be transformed into a diffuse-interface
formulation. Afterwards, these equations are non-dimensionalized and a phase-field formulation is introduced.

2.1 Sharp-interface model
The spatial domain, denoted by Ω, is divided into the intracellular fluid domain Ω1 and the exterior fluid medium Ω0. Both
domains are separated by the cell surface Γ representing the cell membrane and cortex.

We refer to the normal vector pointing from Ω0 into Ω1 by 𝐧, and use it to define the projection 𝑃Γ onto Γ by

𝑃Γ ∶ = 𝐼 − 𝐧⊗ 𝐧,
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with 𝐼 denoting the identity matrix. This allows us to properly define differential operators on the surface Γ as follows

∇Γ ∶= 𝑃Γ∇ surface gradient,
∇Γ⋅ ∶= 𝑃Γ ∶ ∇ surface divergence,
ΔΓ ∶= ∇Γ ⋅ ∇Γ Laplace-Beltrami operator.

Note, that applying these operators to a field variable requires the latter to be defined not only on Γ but in a neighborhood of Γ.
Throughout this article, all surface variables are assumed to be defined in this way.

At the small scales of biological cells (µm), gravitational and inertial forces are negligible. Therefore, the Stokes equations
govern the flow in Ω

∇ ⋅
[

𝜂(∇𝐮 + ∇𝐮𝑇 )
]

− ∇𝑝 = 𝐟𝜎 + 𝐟visc,
∇ ⋅ 𝐮 = 0,

where 𝜂(𝑥) denotes the fluid viscosity, 𝜂(𝑥) = 𝜂𝑖 for 𝑥 ∈ Ω𝑖, 𝑖 = 0, 1. Moreover, 𝐟𝜎 and 𝐟visc denote the surface tension and
surface viscous forces, respectively, to be specified later. It is important to emphasize that we consider the Stokes equation in
the distributional sense, since we allow the pressure 𝑝 to have a discontinuity on the surface Γ.

Those equations are coupled to an advection-diffusion equation to describe the concentration 𝑐 of the force-generating
molecules (e.g. myosin motor proteins), on Γ,

𝜕∙𝑡𝑐 + 𝑐∇Γ ⋅ 𝐮 −𝐷ΔΓ𝑐 = 0,

where 𝜕∙𝑡 is the material derivative and 𝐷 > 0 the diffusion constant.
It remains to specify the surface forces. The surface tension force 𝐟𝜎 is induced by the contraction of force-generating

molecules. Similar as in previous literature9,6,7, we model the tension in terms of a monotonically increasing Hill-function
𝜎(𝑐) = 𝜉(𝛾 + 𝑐2−𝑐20

𝑐2+𝑐20
), where 𝑐0 is the characteristic (equilibrium) concentration, 𝛾 ∈ ℝ a constant equilibrium surface tension,

and 𝜉 > 0 a scaling factor. Consequently, the surface tension force can be formulated using a surface Dirac-delta function 𝛿Γ as

𝐟𝜎 = 𝛿Γ𝐻𝜎(𝑐)𝐧 + 𝛿Γ∇Γ𝜎(𝑐), (1)

where 𝐻 = ∇ ⋅ 𝐧 is the total curvature. Note, that the last term (also called Marangoni term) provides a force toward regions of
high concentrations which is the main driving force of the system.

Furthermore, it has been shown that the cell cortex is the main contributor to the mechanical integrity of the cell. Hence, any
flow and shape deformation along the surface is limited by the cortical ability to deform and remodel itself, such that accounting
for the cortex mechanics is indispensable. On the relevant time scales of cell division and cell migration, the rheology of the
cortex can be assumed to be viscous8, which gives rise to the surface viscous force 𝐟visc = ∇Γ ⋅𝑆visc. The stress 𝑆visc of a viscous
surface was introduced by Scriven25 as

𝑆visc = (𝜂𝑏 − 𝜂𝑠)(∇Γ ⋅ 𝐮)𝑃Γ + 𝜂𝑠𝑃Γ(∇Γ𝐮 + ∇Γ𝐮𝑇 )𝑃Γ,

where 𝜂𝑏 and 𝜂𝑠 are the bulk and shear viscosity of the surface.
Also, the surface viscous force must be restricted to the interface. This can be realized by multiplying a Dirac-delta function

with either 𝐟visc or 𝑆visc. Both approaches are actually formally equivalent as can be seen when regarding the weak formulation
for any test function 𝜑 ∈ 𝐻1

0 (Ω)
3:

∫
Ω

𝛿Γ𝐟visc ⋅ 𝜑 d𝑥 = ∫
Γ

𝐟visc ⋅ 𝜑 d𝑥 = ∫
Γ

𝜑 ⋅ ∇Γ ⋅ 𝑆visc d𝑥 = −∫
Γ

∇Γ𝜑 ∶ 𝑆visc d𝑥 = −∫
Ω

𝛿Γ∇Γ𝜑 ∶ 𝑆visc d𝑥

= ∫
Ω

∇Γ ⋅ (𝛿Γ𝑆visc) ⋅ 𝜑 d𝑥.

Here we choose the latter approach and obtain the system:

−∇ ⋅
[

𝜂(∇𝐮 + ∇𝐮𝑇 )
]

+ ∇𝑝 =∇Γ ⋅
[

𝛿Γ(𝜂𝑏 − 𝜂𝑠)𝑃Γ∇Γ ⋅ 𝐮 + 𝜂𝑠𝛿Γ𝑃Γ(∇Γ𝐮 + ∇Γ𝐮𝑇 )𝑃Γ
]

+ 𝛿Γ𝐻𝜎(𝑐)𝐧 + 𝛿Γ∇Γ𝜎(𝑐) on Ω, (2)
∇ ⋅ 𝐮 =0 on Ω, (3)

𝜕∙𝑡𝑐 + 𝑐∇Γ ⋅ 𝐮 −𝐷ΔΓ𝑐 =0 on Γ. (4)
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2.2 Non-dimensionalization
To reduce the number of model parameters, the governing equations are non-dimensionalized. To do so, we replace the length
scales by 𝑥∗ = 𝑥

𝑅
where 𝑅 is the initial radius of the cell and 𝑡∗ = 𝑡

𝜏𝐷
with 𝜏𝐷 = 𝑅2

𝐷
, 𝑐∗ = 𝑐

𝑐0
with the average concentration

𝑐0 on the surface and 𝐮∗ = 𝑅
𝐷
𝐮. Additionally, we use the dimensionless version of the differential operators and obtain for the

concentration equation
𝑑(𝑐0𝑐∗)
𝑑(𝜏𝐷𝑡∗)

−𝐷
Δ∗

Γ

𝑅2
(𝑐0𝑐∗) +

∇∗
Γ

𝑅
⋅
(

𝑐0𝐷
𝑅
𝑐∗𝐮∗

)

= 0.

Dividing by 𝑐0𝑅2

𝐷
and omitting the * yields the dimensionless concentration equation

𝜕𝑡𝑐 + ∇Γ ⋅ (𝑐𝐮) − ΔΓ𝑐 = 0 on Γ. (5)

Now, doing the same for the Stokes-equation and using 𝛿Γ = 𝛿∗Γ∕𝑅, we obtain

−∇∗

𝑅
⋅𝜂
[

∇∗

𝑅
𝐷
𝑅
𝐮∗ +

(∇∗

𝑅
𝐷
𝑅
𝐮∗
)𝑇 ]

+ ∇∗

𝑅
𝑝 =

𝛿∗Γ
𝑅
𝐻∗

𝑅
𝜎(𝑐)𝐧 +

𝛿∗Γ
𝑅

∇∗
Γ

𝑅
𝜎(𝑐)

+
∇∗

Γ

𝑅
⋅

[

(𝜂𝑏 − 𝜂𝑠)
𝛿Γ
𝑅
𝑃Γ

∇∗
Γ

𝑅
⋅
𝐷
𝑅
𝐮∗ + 𝜂𝑠

𝛿Γ
𝑅
𝑃Γ

(

∇∗
Γ

𝑅
𝐷
𝑅
𝐮∗ +

(∇∗
Γ

𝑅
𝐷
𝑅
𝐮∗
)𝑇)

𝑃Γ

]

.

Choosing now 𝑝∗ = 𝑅3

𝐷𝜂𝑏
𝑝, 𝜂∗ = 𝜂𝑅

𝜂𝑏
, 𝛾∗ = 𝛾∕𝜉, 𝜈 = 𝜂𝑠

𝜂𝑏
and introducing the Péclet number Pe = 𝜉𝑅2

𝐷𝜂𝑏
, dividing by 𝐷𝜂𝑏

𝑅4 and again
omitting the * gives

−∇ ⋅
[

𝜂(∇𝐮 + ∇𝐮𝑇 )
]

+ ∇𝑝 =∇Γ ⋅
[

𝛿Γ(1 − 𝜈)𝑃Γ∇Γ ⋅ 𝐮 + 𝜈𝛿Γ𝑃Γ(∇Γ𝐮 + ∇Γ𝐮𝑇 )𝑃Γ
]

+ Pe 𝛿Γ
(

𝐻𝜎(𝑐)𝐧 + ∇Γ𝜎(𝑐)
)

on Ω, (6)
∇ ⋅ 𝐮 =0 on Ω, (7)

with

𝜎(𝑐) = 𝛾 + 𝑐2 − 1
𝑐2 + 1

. (8)

The system contains the four parameters Pe, 𝛾, 𝜈 and 𝜂. Note that the latter is the non-dimensional fluid viscosity given by 𝜂𝑖𝑅∕𝜂𝑏
in Ω𝑖, 𝑖 = 0, 1.

2.3 Phase-field ansatz
To flexibly account for large deformations, topological transitions and (wall) contact, we introduce a phase-field version of the
above equations. The geometry of the cell is described by a phase-field 𝜙 such that 𝜙(𝑥) ≈ 0 in Ω0 and 𝜙(𝑥) ≈ 1 in Ω1 with a
smooth transition between the two phases.

The phase-field is initialized by 𝜙 = 0.5(1 + tanh
(

𝑟∕(
√

2𝜀)
)

, where 𝑟 is the signed distance to Γ, positive in Ω1. After
initialization the phase-field must be advected with the fluid flow to track changes in the surface geometry. This is achieved by
the convective Cahn-Hilliard equation

𝜕𝑡𝜙 − ∇ ⋅ (𝑀∇𝜇) + ∇𝜙 ⋅ 𝐮 = 0 on Ω (9)
𝜇 + 𝜀Δ𝜙 − 𝜀−1𝑊 ′(𝜙) = 0 on Ω, (10)

where 𝜇 denotes the chemical potential and 𝑊 (𝜙) = 𝜙2(1 − 𝜙)2 a double-well potential. The parameter 𝜀 > 0 describes the
thickness of the interface region, and the mobility 𝑀 > 0 regulates the conservation of a smooth interface profile.

The phase-field representation can not only be used to describe the surface Γ = {𝑥|𝜙(𝑥) = 1
2
}, but also to approximate the

Dirac-delta function 𝛿Γ ≈ |∇𝜙|. Following the diffuse-interface approach21, the concentration equation (5) can be extended
from the submanifold Γ onto Ω as

𝜕𝑡(|∇𝜙|𝑐) + ∇ ⋅ (|∇𝜙|𝑐𝐮) − ∇ ⋅ (|∇𝜙|∇𝑐) = 0 on Ω. (11)

See Appendix A.1 for a derivation. Even though the concentration equation suggests mass conservation, numerical discretization
errors may lead to small errors, which can accumulate to a significant mass loss over long simulation times. Therefore, we
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introduce the mass on the surface
𝑚(𝑡) = ∫

Ω

|∇𝜙(𝑡)|𝑐(𝑡) d𝑥 ≈ ∫
Γ(𝑡)

𝑐(𝑡) d𝜎

and add a mass correction term
𝛿𝑚
Δ𝑡

|∇𝜙|(𝑚(𝑡) − 𝑚(0))

with some 𝛿𝑚 > 0 to the right hand side of the concentration equation to secure mass conservation.
Finally, we reformulate the momentum equation (6) in the phase-field formalism. The fluid viscosity is linearly interpolated

between the distinct viscosities in the phases, 𝜂(𝜙) = (1 − 𝜙)𝜂0𝑅∕𝜂𝑏 + 𝜙𝜂1𝑅∕𝜂𝑏. As usual for diffuse-interface models of
two-phase flow (e.g.26), the constant surface tension term 𝛿Γ𝐻𝜎𝐧 can be reformulated to 3

√

2𝜎𝜇∇𝜙, where the scaling factor
emerges due to the chosen double-well potential. Moreover, we use the extended normal vector 𝐧̃ ∶= ∇𝜙∕|∇𝜙| ≈ 𝐧 and the
surface projection 𝑃Γ ∶= 𝐼 − 𝐧̃ ⊗ 𝐧̃ ≈ 𝑃Γ to define diffuse-interface approximations to the surface differential operators, e.g.
the surface gradient ∇̃Γ ∶= 𝑃Γ∇ and surface divergence ∇̃Γ⋅ ∶= 𝑃Γ ∶ ∇. We obtain a diffuse-interface version of Eq. (6)

−∇ ⋅
[

𝜂(∇𝐮 + ∇𝐮𝑇 )
]

+ ∇𝑝 =∇ ⋅
[

|∇𝜙|(1 − 𝜈)𝑃Γ∇̃Γ ⋅ 𝐮 + |∇𝜙|𝜈𝑃Γ(∇𝐮 + ∇𝐮𝑇 )𝑃Γ
]

+ Pe
(

3
√

2𝜎(𝑐)𝜇∇𝜙 + |∇𝜙|𝜎′(𝑐)∇̃Γ𝑐
)

in Ω, (12)

Note that the first divergence operator on the right hand side does not require to be a surface divergence, since it is applied to a
tangential tensor.

As we will see in the numerical tests, the active surface tension imposes strong tangential flows leading to regions of large
tangential compression (∇Γ ⋅ 𝐮 < 0) or stretching (∇Γ ⋅ 𝐮 > 0). Due to incompressibility of the flow field, this goes along with
the opposite deformation in the normal direction, i.e. tangentially stretched regions get compressed in the normal direction and
vice versa. In numerical tests we find that such strong compressional or extensional flows in the normal direction, tend to locally
shrink or widen the thickness of the interface region, respectively, unless an extremely high, unphysical mobility is used. To
eliminate this perturbation of the interface profile for reasonable mobilities, we instead advect the phase-field with an auxiliary
velocity field 𝐯. The idea is that 𝐯 is an extension of the velocity at the surface (i.e. at the 0.5-level set), which is constant in the
normal direction such that the whole interfacial area is advected with the surface velocity. We propose to achieve this extension
by solving the additional equation

|∇𝜙|𝐯 − |∇𝜙|𝐮 − ∇ ⋅ [|∇𝜙|(𝐧̃ × 𝐧̃)∇𝐯] = 𝟎 on Ω. (13)

In the Appendix A.2 we show by matched asymptotic expansion that this formulation converges to the following sharp-interface-
limit equations

𝐯 = 𝐮 on Γ, (14)
∇𝐯 ⋅ 𝐧 = 0 on Γ. (15)

The obtained velocity field 𝐯 is used to replace the velocity 𝐮 in the advection terms of both - the Cahn-Hilliard equation and
the concentration equation. Consequently, we obtain the final coupled system to be solved throughout Ω:

𝜕𝑡𝜙 =∇ ⋅ (𝑀∇𝜇) − ∇𝜙 ⋅ 𝐯,
𝜇 = − 𝜀Δ𝜙 + 𝜀−1𝑊 ′(𝜙),

−∇ ⋅
[

𝜂(𝜙)(∇𝐮 + ∇𝐮𝑇 )
]

+ ∇𝑝 =∇ ⋅
[

|∇𝜙|(1 − 𝜈)𝑃Γ∇̃Γ ⋅ 𝐮 + 𝜈|∇𝜙|𝑃Γ(∇𝐮 + ∇𝐮𝑇 )𝑃Γ
]

+ Pe
(

3
√

2𝜎(𝑐)𝜇∇𝜙 + |∇𝜙|𝜎′(𝑐)∇̃Γ𝑐
)

,

∇ ⋅ 𝐮 =0,
|∇𝜙|𝐯 =|∇𝜙|𝐮 + ∇ ⋅ [|∇𝜙|(𝐧̃ × 𝐧̃)∇𝐯],

𝜕𝑡(|∇𝜙|𝑐) = − ∇ ⋅ (|∇𝜙|𝑐𝐯) + ∇ ⋅ (|∇𝜙|∇𝑐) + 𝛿𝑚|∇𝜙|(𝑚(𝑡) − 𝑚(0)),

where 𝐧̃ = ∇𝜙
|∇𝜙|

and 𝑃Γ = 𝐼 − ∇𝜙⊗∇𝜙
∇𝜙⋅∇𝜙

.
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3 NUMERICAL DISCRETIZATION

3.1 Time Discretization
After establishing the equation system it remains to solve the six strongly coupled equations. To reduce the size of the lin-
ear equation system that we have to solve in each time step, we decouple them and solve the Stokes-Cahn-Hilliard equations
independently from the 𝐯 equation and the concentration equation.

We employ the stable linear semi-implicit time discretization from26 for solving the coupled Stokes-Cahn-Hilliard-Navier
system in the n-th time step

𝜙𝑛 − 𝜙𝑛−1

Δ𝑡
𝜙 =∇ ⋅ (𝑀∇𝜇𝑛) − ∇𝜙𝑛 ⋅ 𝐯𝑛−1,

𝜇𝑛 = − 𝜀Δ𝜙𝑛 + 𝜀−1[𝑊 ′(𝜙𝑛−1) +𝑊 ′′(𝜙𝑛−1)(𝜙𝑛 − 𝜙𝑛−1)],

−∇ ⋅
[

𝜂(𝜙𝑛−1)(∇𝐮𝑛 + (∇𝐮𝑛)𝑇 )
]

+ ∇𝑝𝑛 =𝑃𝑒
(

3
√

2𝜎(𝑐𝑛−1)𝜇𝑛∇𝜙𝑛−1 + |∇𝜙𝑛−1|𝜎′(𝑐𝑛−1)∇̃𝑛−1
Γ 𝑐𝑛−1

)

+∇ ⋅
[

|∇𝜙𝑛−1|(1 − 𝜈)𝑃 𝑛−1
Γ ∇̃𝑛−1

Γ ⋅ 𝐮𝑛 + 𝜈|∇𝜙𝑛−1|𝑃 𝑛−1
Γ (∇𝐮𝑛 + ∇(𝐮𝑛)𝑇 )𝑃 𝑛−1

Γ
]

,
∇ ⋅ 𝐮𝑛 =0.

where we calculated 𝐯𝑛−1 and 𝑐𝑛−1 in the previous time step.
Using now the current time steps 𝜙𝑛 and 𝐮𝑛, we obtain the projected velocity 𝐯 from

|∇𝜙𝑛|𝐯𝑛 − ∇ ⋅ (|∇𝜙𝑛|(𝐧̃𝑛 × 𝐧̃𝑛)∇𝐯𝑛) = |∇𝜙𝑛|𝐮𝑛.

Finally, we solve the concentration equation using the previously computed values for 𝜙𝑛 and 𝐯𝑛

|∇𝜙𝑛|𝑐𝑛 − |∇𝜙𝑛−1|𝑐𝑛−1

Δ𝑡
+ ∇ ⋅ (|∇𝜙𝑛|𝑐𝑛𝐯𝑛) − ∇ ⋅ (|∇𝜙𝑛|∇𝑐𝑛) = 𝛿𝑚|∇𝜙𝑛|(𝑚(𝑡𝑛−1) − 𝑚(0)).

Note that, even without the term on the right hand side (i.e. in case 𝛿𝑚 = 0), the proposed time discretization ensures mass
conservation on the discrete level. This property becomes obvious in the weak from of the equation with a test function 𝜑 ∈
𝐻1(Ω)

∫
Ω

𝜑|∇𝜙𝑛|𝑐𝑛 d𝑥 − Δ𝑡∫
Ω

∇𝜑 ⋅
[

(|∇𝜙𝑛|𝑐𝑛𝐯𝑛) − (|∇𝜙𝑛|∇𝑐𝑛)
]

d𝑥 = ∫
Ω

𝜑|∇𝜙𝑛−1|𝑐𝑛−1 d𝑥.

This holds especially for 𝜑 ≡ 1 and thus,

∫
Ω

|∇𝜙𝑛|𝑐𝑛 d𝑥 = ∫
Ω

|∇𝜙𝑛−1|𝑐𝑛−1 d𝑥

which is the phase-field equivalent of exact mass conservation

∫
Γ𝑛

𝑐𝑛 d𝑥 = ∫
Γ𝑛−1

𝑐𝑛−1 d𝑥.

However, due to adaptive grid refinement and coarsening, small errors in surface mass may accumulate over time, requiring the
mass correction (𝛿𝑚 > 0) for long simulations times.

3.2 Space Discretisation
We solve the system of equations in each time step with a Finite Element method based on the Finite Element toolboxes DUNE27

and AMDiS28,29,30. To decrease the size of the system, we avoid solving the full 3D-problem and assume that the cell shape and
concentration distribution are axisymmetric. This holds in particular for the biologically most relevant patterns, which are rings
and single spots of increased concentration. The assumption of axisymmetry reduces computations effectively to a 2D domain
from which the full 3D-solution can be recovered by rotating the calculated 2D-solution 360 degrees. Detailed explanations can
be found in the Appendix A.3.

An adaptive grid is employed to accurately resolve the phase-field and surface forces. Interfacial grid refinement is heuristically
chosen, based on the value of the phase-field, such that the grid size is ℎint where 0.05 < 𝜙 < 0.95 and ℎbulk otherwise.
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The numerical approximations 𝐧̃ and 𝑃Γ become less accurate when evaluated farther from the interface. To avoid numerical
errors accumulating in the outer areas, we replace |∇𝜙| by

|∇𝜙|∗ ∶=

{

|∇𝜙|, if |∇𝜙| > 10−2

0, otherwise.

Interchanging |∇𝜙|∗ with max(|∇𝜙|∗, 10−4) in the diffusion terms in both equations, we make sure that the induced linear
systems remain regular. For the adjusted problem and the introduced discretization we use Lagrange-P2 elements for the phase-
field 𝜙, the chemical potential 𝜇, the velocities 𝐮 and 𝐯 and the concentration 𝑐, only for the pressure 𝑝 we use a P1-ansatz
space.

4 NUMERICAL RESULTS

4.1 Numerical Validation
To validate the derived phase-field model we compare numerical results to the linear stability analysis of7. Therefore we will
analyze the ability of the system to exhibit self-organized formation of concentration patterns, as similarly done in9. The origin
of patterns formation is a positive feedback loop between mechanics and molecule transport on the surface: local maxima of
myosin concentration on the surface cause contraction towards these regions, which induces a flow transporting more myosin
molecules towards the concentration maxima and thus, reinforcing the pattern. Eventually, this feedback loop arrives at a steady
state, where advection and diffusion are balanced.

The emergence of patterns depends on the ratio between advection and diffusion given by the Péclet number Pe. Pattern
formation takes place if this number exceeds a threshold, called the critical Péclet number, which also depends on the specific
shape of the pattern. Simple patterns are given by the first eigenmodes of the linearised differential system and coincide with
the spherical harmonics, see Fig. 2, left panel. The critical Péclet number Pe∗𝑙 which is needed for the 𝑙th eigenmode to grow
has been computed in the linear regime as

Pe∗𝑙 = 𝑙(𝑙 + 1) + 𝜈(𝑙 − 1)(𝑙 + 2) + (1 + 2𝑙)𝜂bulk, (16)

see Eq. (13) in7, in non-dimensional form without attachment. The equation has been derived for a viscous cell surface enclosing
a viscous interior of (non-dimensional) viscosity 𝜂bulk. The presence of the viscous exterior in our model can be effectively
taken into account by adding the two viscosities, hence we set 𝜂bulk = 𝜂0 + 𝜂1 in the following. In our numerical simulations we
can observe if patterns grow or decay for various Péclet numbers, and hence establish a numerical critical Péclet number to be
compared with Eq. (16). Therfore, we consider a single cell, centered in the axisymmetric domain [0, 3] × [0, 6]. We compare
pattern formation for the modes 𝑙 = 1, 2, 3 and different combinations of the viscosity parameters 𝜂bulk = 𝜂0 + 𝜂1, 𝜈 and Péclet
numbers in an (almost) linear regime. Therefore, we initialize the concentration pattern as the respective target mode with a
small amplitude, see Fig. 2, left panel. Using the discretization parameters given in Tab. 1, we run simulations for 500 time steps
and quantify the pattern development by the difference between the concentration maximum and minimum on the surface, see
Figure 2.

time step size Δ𝑡 10−3

grid size ℎbulk 2.65 ⋅ 10−1

grid size ℎint 4.14 ⋅ 10−3

mobility 𝑀 10−3

interface thickness 𝜀 0.01
mass correction 𝛿𝑚 0.25
equilibrium surface tension 𝛾 0

Table 1 Parameters used for the validation study.
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Figure 2 Left panel: Initial concentrations chosen by the first three spherical harmonic modes. Right panel: Pattern development
with initialized 𝑙 = 3 mode for 𝜂0 = 0.1, 𝜂1 = 10.0, 𝜈 = 1.

The numerically estimated critical Péclet number is obtained as the value at which the pattern remains almost stationary. The
resulting values are shown in Fig. 3 (top left). We observe that the numerical model reproduces comparable results which agree
well with the theoretical prediction from Eq. (16).

Additionally, we perform a study of convergence with respect to the numerical parameters Δ𝑡, ℎint and 𝜀. Therefore, we
consider the evolution of a 3-mode with 𝜂0 + 𝜂1 = 0.1 + 10, 𝜈 = 1 and Pe = 130 > Pe∗3 which results in a growing pattern.
The evolutions of the concentration difference 𝑐max − 𝑐min are shown in Fig. 3. Moreover, we compute the experimental order
of convergence (EOC) in Δ𝑡, ℎint and 𝜀, see Tab. 2. As expected, we find convergence of first order in time and second order
in space. We also find convergence in 𝜀, however the order of convergence is less clear, due to the fixed interface resolution,
which might not sufficiently resolve the finest interface thickness. Note, that the dependency between grid size and interface
thickness to achieve a clear convergence order is a priori not known and part of ongoing research31,32. However, we conclude
the validation as we obtain convergent behavior with minimal differences between the finest scale solutions.

Δ𝑡 𝑐max − 𝑐min EOC ℎint 𝑐max − 𝑐min EOC 𝜀 𝑐max − 𝑐min EOC
0.008 0.46288 - 2.34 ⋅ 10−2 0.3686 - 0.04 0.28978 -
0.004 0.51911 - 1.17 ⋅ 10−2 0.48014 - 0.02 0.50869 -
0.002 0.55257 0.75 5.86 ⋅ 10−3 0.50554 2.13 0.01 0.63707 0.77
0.001 0.5718 0.80 0.005 0.64643 3.78
0.0005 0.58135 1.01

Table 2 Convergence analysis for refinement of time step size Δ𝑡, interfacial grid size ℎint and interface thickness 𝜀. The ex-
perimental order of convergence (EOC) is computed from 𝑐max − 𝑐min at end time 𝑡 = 0.5 for ℎint and 𝜀 and 𝑡 = 0.48 for Δ𝑡.
Parameters are as in Tab. 1, except ℎbulk = 2.65 ⋅ 10−1, ℎint = 5.86 ⋅ 10−3 (for Δ𝑡-study) and 𝜀 = 0.02 (for ℎint-study).
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Figure 3 Validation study of the proposed model. Top left: Numerically estimated critical Péclet numbers (marker points)
agree well with the theoretical prediction (lines) from Eq. (16). Other panels: Surface concentration difference over time shows
convergent behavior in Δ𝑡, interfacial grid size ℎint and interface thickness 𝜀.

4.2 Migration of polarized cells
As previously predicted in7, the asymmetric patterns of the odd modes produce an asymmetric flow that is able to propel the
cell through its surrounding medium, consistent with typical modes of cell crawling33. Motion is driven in this case by active
retrograde flows of the cell surface which stem from contraction of actomyosin at the rear of the cell. Numerical simulations of
this process have been provided in9 using a grid-based approach, which is able to represent cell migration in an unobstructed
viscous environment. However, in the biological setting, cell migration is largely influenced by the geometry of the environment
which has a non-trivial influence on the process due to the coupling with flow and pattern formation. For example in34 it was
found that confinement can increase the locomotion speed during bleb-mediated migration.

As the proposed phase-field model uses an implicit representation of the cell geometry, it can be easily adapted to simulate
cells traversing a complex environment. We illustrate this in the following by simulating cell migration in free surroundings,
as well as the migration into a channel. Both cells have the same mode-1 initial concentration. Discretization parameters were
adapted to account for the longer time interval and the larger spatial movement of the cell: Δ𝑡 = 10−4, ℎbulk = 0.25, ℎint =
3.12 ⋅ 10−2, 𝜀 = 0.04. The channel walls are equipped with no-slip (𝐯 = 0) and no adhesion (𝜙 = 0,𝐧 ⋅ ∇𝜇 = 0) boundary
conditions.

Figure 4 depicts the pattern formation, cell movement and shape evolution. In the unconstricted case (Fig. 4a), we observe a
phase of acceleration defined by a growing polar pattern and increasing flow magnitude. Meanwhile, the cell transitions into an
oblate shape. Eventually, a stationary pattern is reached and the cell migrates at a constant velocity, driven by continuous rear
contraction.
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In the constricted case (Fig. 4b), the channel size is reduced to a narrow region of half the original diameter, from 4 to 2. As
the cell approaches the inlet of the narrow region, the flow and concentration patterns adapt to the geometry. Accordingly, the
cell slows down, squashes in the constriction, and migrates further through the narrow passage. The observed stationary pattern
is slightly weaker than in the unconstricted case and leads to a lower stationary velocity.

We note here that the phase-field model is capable of simulating this process without re-meshing and without an explicit
handling of the contact mechanics. Consequently, the proposed model permits to study migration in general environments,
including confinement and general channel geometries, in the future.

4.3 Ring slipping and cell division
Another advantage of the proposed model is the capability to simulate strong deformations and topological transitions. The
most radical shape change which a cell undergoes is given by its deformation and fission during the division of a mother cell
into two daughter cells. This process is preceded by the symmetry-breaking formation of a ring of contractile molecules35. The
theoretical model of Mietke et al.7 predicts parameter regions where such a ring may spontaneously emerge in the linear regime,
indicated by a dominant 𝑙 = 2 mode.

We want to use our numerical method to go beyond that and investigate the non-linear system in this parameter regime. We
initialize 𝑐 as a ring of higher concentration around the equator and study its self-reinforcing behavior for Pe ≫ Pe∗2. Since in
this experiment we expect higher velocities to occur and push the cell out of the domain, we subtract the mean cell velocity in
the advection terms causing the cell to stay in the center of the computational domain. The shape changes are not influenced
by that. Results are depicted in Fig. 5a. Similarly to the findings in9, we observe that the 𝑙 = 2 mode leads to an unstable
equilibrium point that eventually turns into a more dominant polar pattern. Consistent with the results in9, this behavior, also
termed ring-slipping, is observed whenever the activity is high enough to induce significant shape changes.

One way to stabilize the contractile ring was proposed in8 by taking the shear-stiffening of biopolymeric networks into account.
Correspondingly, the shear viscosity increases with the surface concentration, which was proposed to be captured by choosing
the viscosity ratio

𝜈(𝑐) = 𝜈0
(1 + 𝑝)𝑐2

𝑝𝑐20 + 𝑐
2

(17)

with 𝜈0, 𝑝 ≥ 0. For 𝑝 = 0 the viscosity ratio remains constant 𝜈(𝑐) ≡ 𝜈0 as considered before. For 𝑝 = 1 we observe a perfect
stabilization of the ring pattern, see Fig. 5b. Correspondingly, a strong constriction builds up, finally leading to division of the
cell. After division, two daughter cells of halved volume are present. Both show opposing polar patterns such that they move
apart. A 3D visualization of the process is shown in Fig. 6. To our knowledge, the present simulations are the first simulations
of the full division process based on active gel theory of the cell surface.

5 CONCLUSION

We have presented a phase-field model to describe pattern formation and shape dynamics of active deformable surfaces. The
model couples surface and bulk hydrodynamics to surface flow of a diffusible species, which generates an active contractile
force. The corresponding sharp-interface equations are carried over to a diffuse interface described by a phase-field, which
evolves according to the Stokes-Cahn-Hilliard equation. To maintain a proper interface profile despite strong surface compres-
sion or extension, we introduced an auxiliary advection velocity in the Cahn-Hilliard equation and the concentration equation
accordingly. This field extends the interfacial velocity constant in the normal direction and is computed by an elliptic PDE, jus-
tified by asymptotic analysis. Another new feature is the inclusion of surface viscosity in the diffuse-interface framework, which
is necessary for typical biological active surfaces. For example, the viscosity of the cortical cell surface (in Pa s m) exceeds the
intracellular viscosity (in Pa s) by more than the typical cell size.

The new method was validated by numerical convergence tests. In particular, we showed that the interface thickness 𝜀 is small
enough to influence the results only marginally. Also a comparison of the obtained patterns with predictions from linear stability
analysis7 showed good agreement in the obtained critical Péclet numbers. Also we note, that the method maintains stable at time
step sizes which are orders of magnitude larger than in8,9 for the same test problems. This is due to the fact that the phase-field
model admits an easy monolithic coupling of surface tension, surface viscosity and surface advection.

Finally, we highlighted some distinct advantages of the new model as compared to previous numerical methods to describe
active surface dynamics. We demonstrated the migration of a polarized cell through a fluidic channel, which is possible here
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without re-meshing and without any effort to realize contact mechanics. At last, we considered the division of a cell due to
formation of a contractile ring around its periphery. We illustrated that the method is capable to simulate the complete split-up
of the cell into two daughter cells, which provides a first simulation of a topological transition of an active surface material.

The developed method provides a basis to analyze a variety of systems that involve mechanochemical pattern formation
on active surfaces in different surroundings. For example, a detailed study of cell migration in various geometries including
obstacles would be worthwhile to understand the general migration modes of cells propelled by rear contraction. Also the
presence of multiple cells can be described by multiple phase-fields (see36) to analyze their mechanical interaction during
division. Finally let us note that, while we have described the surface as a viscous material, the constitutive relations can be
readily adapted, following37, to account for the viscoelastic behavior which cells show on shorter time scales, in the future.

Acknowledgements: We thank Marcel Mokbel, Simon Praetorius and Lucas Wittwer for support of the project and fruit-
ful discussions. SA acknowledges financial support from the DFG in the context of the Forschergruppe FOR3013, project
AL1705/6-2 and project AL1705/3-2. Simulations were performed at the Center for Information Services and High Performance
Computing (ZIH) at TU Dresden.
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a) Unconstricted cell motion b) Constricted cell motion

Figure 4 Cell migration by rear contraction of actomyosin caused by a polar pattern. a) The unconstrained case. Overlay (top)
and three snapshots (below) of several times points show formation of a stationary polar pattern. The corresponding contraction
at the cell rear propels the cell through the viscous environment at steady speed. Shown time points 𝑡 = 0.2𝑘, 𝑘 = 0,… , 5 (top)
and 𝑡 = 0, 0.4, 1.0 (below). b) Overlay (top) and snapshots (below) of several times points of cell migration at the inlet of a
constriction. The flow and concentration patterns adapt due to the constriction but lead to ongoing migration of the squeezed cell,
with a lower stationary velocity. Shown time points 𝑡 = 0.2𝑘, 𝑘 = 0,…6 (top) and 𝑡 = 0.4𝑘, 𝑘 = 1,… , 3 (below). Parameters:
𝛾 = 1,Pe = 20, 𝜈 = 1, 𝜂 = 1.0 + 0.1
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a) Ring Slipping b) Cell Division

Figure 5 Pattern and shape dynamics for ring configurations in the nonlinear regime. a) For constant 𝜈 = 𝜈0 a strong ring
pattern emerges as predicted by linear stability analysis, but slips to a pole in the nonlinear regime. Shown time points 𝑡 =
0.0, 0.4, 0.8, 1.2. b) For 𝑐-dependent 𝜈 (see Eq. (17)) the ring pattern remains stable and goes along with a strong constriction
finally leading to division of the cell. Shown time points 𝑡 = 0.0, 0.2, 0.5, 0.6. Parameters: 𝛾 = 1,Pe = 75, 𝜈0 = 1, 𝜂 =
1.0 + 0.1, 𝑝 ∈ {0, 1}.



14

Figure 6 3D visualization of the cell division process shown in Fig. 5 (right).
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APPENDIX

A APPENDIX

A.1 Extending a surface equation to Ω
In this subsection, we formally justify the diffuse domain formulation of the surface concentration equation (11). Therefore we
extend the sharp interface equation (5) to the full domain Ω. To do so, we introduce the weak formulation by testing with a
suitable test function 𝜓 with compact support in Ω × [0, 𝑇 ]. Note, that this implies that 𝜓 vanishes at the boundary of Ω and at
start time 0 and end time 𝑇 . This allows to write the weak formulation of Eq. (5) as

0 = ∫
Γ

𝜓
[

𝜕𝑡𝑐 + ∇Γ ⋅ (𝑐𝐮) − ΔΓ𝑐
]

d𝑥

= ∫
Γ

𝜕∙𝑡 (𝑐𝜓) − 𝑐𝜕
∙
𝑡𝜓 + 𝑐𝜓∇Γ ⋅ 𝐯 + ∇Γ𝑐 ⋅ ∇Γ𝜓 d𝑥.

Using the Reynolds transport theorem on surfaces yields

0 = d
d𝑡 ∫

Γ(𝑡)

𝜓𝑐 d𝑥 + ∫
Γ

−𝑐𝜕∙𝑡𝜓 + ∇Γ𝑐 ⋅ ∇Γ𝜓 d𝑥.

Now the domain of integration can be extended to Ω ⊃ Γ by use of the interface Dirac-delta function 𝛿Γ.

0 = 𝑑
𝑑𝑡 ∫

Ω

𝛿Γ𝜓𝑐 d𝑥 + ∫
Ω

−𝛿Γ𝑐𝜕∙𝑡𝜓 + 𝛿Γ∇𝑐 ⋅ 𝑃Γ ⋅ ∇𝜓 d𝑥.

Using the ordinary Reynolds transport theorem (not on a surface) yields

0 = ∫
Ω

𝜕∙𝑡 (𝛿Γ𝑐)𝜓 + 𝛿Γ𝑐𝜓∇ ⋅ 𝐯 + 𝛿Γ∇𝑐 ⋅ 𝑃Γ ⋅ ∇𝜓 d𝑥

= ∫
Ω

𝜕𝑡(𝛿Γ𝑐)𝜓 + ∇ ⋅ (𝛿Γ𝑐𝐯)𝜓 − ∇ ⋅ (𝛿Γ𝑃Γ∇𝑐)𝜓 d𝑥.

Going back to the strong formulation gives

0 = 𝜕𝑡(𝛿Γ𝑐) + ∇ ⋅ (𝛿Γ𝑐𝐯) − ∇ ⋅ (𝛿Γ𝑃Γ∇𝑐).

The asymptotic analysis of this equation without the surface projection 𝑃Γ shows that the concentration is constant in normal
direction, 𝐧 ⋅ ∇𝑐 = 0 for 𝜖 → 0. In this case 𝑃Γ ⋅ ∇𝑐 = ∇𝑐, hence 𝑃Γ can be omitted. Approximating the surface delta function
by |∇𝜙| yields the diffuse interface concentration equation (11).

A.2 Asymptotic analysis
We will argue in this section, that the solution 𝐯(𝑥, 𝜀) of

|∇𝜙|𝐯 − |∇𝜙|𝐮 − ∇ ⋅ [|∇𝜙|(𝐧 × 𝐧)∇𝐯] = 𝟎 on Ω, (13)

is a constant normal extension of 𝐮, i.e. for 𝜀→ 0, the equations converge formally to

𝐯 = 𝐮 on Γ, (14)
(𝐧 ⋅ ∇)𝐯 = 0 on Γ. (15)

To do so, we utilize matched asymptotic analysis and follow the argumentation of21 and20. We start by introducing a new inner
coordinate system in a neighborhood of the surface Γ, such that for any 𝑥 in the neighborhood there is an unique 𝑠(𝑥) ∈ Γ with
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minimal distance to 𝑥. Then 𝑥 can be represented as

𝑥 = 𝑠(𝑥) + 𝑟(𝑥)𝐧 = 𝑠(𝑥) + 𝜀𝑧(𝑥)𝐧,

where 𝑟 is a signed distance function with 𝑟 < 0 in Ω1 and 𝑟 > 0 in Ω0. The variable 𝑧 is a scaled distance function defined by
𝑧(𝑥) = 𝑟(𝑥)

𝜀
. The phase-field function can be expressed in terms of these coordinates as

𝜙 = 1
2

(

1 − tanh

(

𝑟
√

2𝜀

))

= 1
2

(

1 − tanh

(

𝑧
√

2

))

. (A1)

We now expand 𝐮(𝑥, 𝜀) and 𝐯(𝑥, 𝜀) outside the interface region in terms of the original coordinate system 𝐮 =
∑∞
𝑖=0 𝜀

𝑖𝑢(𝑖), 𝐯 =
∑∞
𝑖=0 𝜀

𝑖𝑣(𝑖). This is called the outer expansion. In the neighborhood of Γ we introduce for 𝐮̂(𝑠, 𝑧) and 𝐯̂(𝑠, 𝑧) the inner expansion
𝐮̂ =

∑∞
𝑖=0 𝜀

𝑖𝑢̂(𝑖), 𝐯̂ =
∑∞
𝑖=0 𝜀

𝑖𝑣̂(𝑖) in terms of the new coordinate system. In an overlapping region, both are valid representations
of the same function and thus, the following matching conditions hold

lim
𝑟→±0

𝑢(0)(𝑠, 𝑟) = lim
𝑧→±∞

𝑢̂(0)(𝑠, 𝑧) (A2)

lim
𝑟→±0

𝑣(0)(𝑠, 𝑟) = lim
𝑧→±∞

𝑣̂(0)(𝑠, 𝑧) (A3)

lim
𝑟→±0

∇𝑣(0)(𝑠, 𝑟) ⋅ 𝐧 = lim
𝑧→±∞

𝜕𝑧𝑣̂
(1)(𝑠, 𝑧). (A4)

Inserting the outer expansions into Eq. (13) then yields

0 = |∇𝜙(0)
|𝑣(0) − |∇𝜙(0)

|𝑢(0) − ∇ ⋅ [|∇𝜙(0)
|(𝐧 × 𝐧)∇𝑣(0)],

which gives the trivial identity 0 = 0 away from the interface.
In the inner coordinate system, Eq. (13) turns to

0 = |∇𝜙|𝐯̂ − |∇𝜙|𝐮̂ − (1
𝜀

n𝜕𝑧 + ∇Γ) ⋅ [|∇𝜙|(𝐧 × 𝐧)(1
𝜀

n𝜕𝑧 + ∇Γ)𝐯̂]

= |∇𝜙|𝐮̂ − |∇𝜙|𝐯̂ + 1
𝜀2
𝜕𝑧

(

|∇𝜙|𝜕𝑧𝐯̂
)

+ 1
𝜀
∇Γ ⋅

(

|∇𝜙|𝐧𝜕𝑧𝐯̂
)

,

where we used 𝐧 ⋅∇Γ = 0 and 𝜕𝑧𝐧 = 0. By inserting the inner expansion and comparing powers of 𝜀, we obtain the following
condition at order 1∕𝜀2

0 = 𝜕𝑧
(

|∇𝜙|𝜕𝑧𝑣̂(0)
)

.

Thus, |∇𝜙|𝜕𝑧𝑣̂(0) is constant in 𝑧. This constant value must be zero since |∇𝜙| → 0 for 𝑧 → ±∞ (see Eq. (A1)). Hence,
𝜕𝑧𝑣̂(0) = 0. Using this result, we obtain at order 1∕𝜀

0 = 𝜕𝑧
(

|∇𝜙|𝜕𝑧𝑣̂(1)
)

.

Similarly to above, we deduce 𝜕𝑧𝑣̂(1) = 0. Using matching condition (A4) we obtain the desired condition (15), as

(𝐧 ⋅ ∇)𝐯(0) = 0 on Γ.

Finally, we have at order 1

0 =|∇𝜙|𝑢̂(0) − |∇𝜙|𝑣̂(0) + 𝜕𝑧
(

|∇𝜙|𝜕𝑧𝑣̂(2)
)

+ ∇Γ ⋅
(

|∇𝜙|𝐧𝜕𝑧𝑣̂(1)
)

=|∇𝜙|𝑢̂(0) − |∇𝜙|𝑣̂(0) + 𝜕𝑧
(

|∇𝜙|𝜕𝑧𝑣̂(2)
)

.

Integrating from 𝑧 = −∞ to 𝑧 = +∞ yields

0 =

+∞

∫
−∞

{

|∇𝜙|𝑢̂(0) − |∇𝜙|𝑣̂(0) + 𝜕𝑧
(

|∇𝜙|𝜕𝑧𝑣̂(2)
)}

d𝑧

= 𝑢̂(0)
+∞

∫
−∞

|∇𝜙| d𝑧 − 𝑣̂(0)
+∞

∫
−∞

|∇𝜙| d𝑧 +
[

|∇𝜙|𝜕𝑧𝑣̂(2)
]+∞
−∞ ,

where we used that 𝑣̂(0) is constant in 𝑧 as shown above and 𝑢̂(0) is constant in 𝑧 since 𝐮 is a continuous function (actually:
𝑢̂(0) = 𝐮

|Γ). Further, from Eq. (A1) we conclude for 𝑧 = ±∞ that |∇𝜙| = 0, hence
[

|∇𝜙|𝜕𝑧𝑣̂(2)
]+∞
−∞ = 0. Dividing by the
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(non-zero) integrals, we obtain 𝑣̂0 = 𝑢̂0. With conditions (A2)-(A3) we conclude 𝑣0 = 𝑢0, from which we recover the desired
Eq. (14).

A.3 Axisymmetric formulation
As hinted before we use the rotational symmetric setup to our advantage and save computation time by solving a 2D-problem
and then rotate the solution around the 𝑧-axis turning it into 3D. For this we consider cylinder coordinates (𝜌, 𝜑, 𝑧) throughout
this section. A vector 𝒖 ∈ ℝ3 is then represented by 𝒖 = 𝑢𝜌𝒆𝜌+ 𝑢𝜑𝒆𝜑+ 𝑢𝑧𝒆𝑧 and we write 𝒖 = (𝑢𝜌, 𝑢𝜑, 𝑢𝑧)𝑇 and use that notation
for all vectors and matrices following.

To reduce the complexity of the problem, we utilize that the solution will be axisymmetric, and thus constant in 𝜑-direction.
We therefore replace the usual 3D-Cartesian differential operators by its cylindrical equivalent without the 𝜑-direction.

We denote the unit vectors in cylindrical coordinates by 𝒆𝜌, 𝒆𝜑 and 𝒆𝑧. It holds

𝜕𝜌𝒆𝜌 = 0, 𝜕𝜑𝒆𝜌 = 𝒆𝜑, 𝜕𝑧𝒆𝜌 = 0,
𝜕𝜌𝒆𝜑 = 0, 𝜕𝜑𝒆𝜑 = −𝒆𝜌, 𝜕𝑧𝒆𝜑 = 0,
𝜕𝜌𝒆𝑧 = 0, 𝜕𝜑𝒆𝑧 = 0, 𝜕𝑧𝒆𝑧 = 0.

In cylindrical coordinates, the gradient is given by

∇𝑅 ∶=
[

𝒆𝜌𝜕𝜌 + 𝒆𝜑(
1
𝜌
𝜕𝜑) + 𝒆𝑧𝜕𝑧

]

⊗ .

Specifically, the gradient of a scalar field 𝑓 is

∇𝑅𝑓 = 𝜕𝜌𝑓𝒆𝜌 + (1
𝜌
𝜕𝜑𝑓 )𝒆𝜑 + 𝜕𝑧𝑓𝒆𝑧 = (𝜕𝜌𝑓,

1
𝜌
𝜕𝜑𝑓, 𝜕𝑧𝑓 )𝑇

and the gradient of a vector field 𝒖 = 𝑢𝜌𝒆𝜌 + 𝑢𝜑𝒆𝜑 + 𝑢𝑧𝒆𝑧

∇𝑅𝒖 = 𝒆𝜌 ⊗ (𝜕𝜌𝒖) + 𝒆𝜑 ⊗ (1
𝜌
𝜕𝜑𝒖) + 𝒆𝑧 ⊗ (𝜕𝑧𝒖) =

⎛

⎜

⎜

⎜

⎝

𝜕𝜌𝑢𝜌 𝜕𝜌𝑢𝜑 𝜕𝜌𝑢𝑧
1
𝜌
(𝜕𝜑𝑢𝜌 − 𝑢𝜑)

1
𝜌
(𝜕𝜑𝑢𝜑 + 𝑢𝜌)

1
𝜌
𝜕𝜑𝑢𝑧

𝜕𝑧𝑢𝜌 𝜕𝑧𝑢𝜑 𝜕𝑧𝑢𝑧

⎞

⎟

⎟

⎟

⎠

.

The divergence is defined in a similar fashion as the inner product

∇𝑅⋅ ∶=
[

𝒆𝜌𝜕𝜌 + 𝒆𝜑(
1
𝜌
𝜕𝜑) + 𝒆𝑧𝜕𝑧

]

⋅,

thus the divergence of a vector field 𝒖 is given by

∇𝑅 ⋅ 𝒖 = 𝜕𝜌𝑢𝜌 +
1
𝜌
(𝜕𝜑𝑢𝜑 + 𝑢𝜌) + 𝜕𝑧𝑢𝑧.

We observe for a tensor 𝐴 ∈ ℝ𝑛×𝑛

∇𝑅 ⋅ 𝐴 = ∇𝑅 ⋅
⎛

⎜

⎜

⎝

𝑎𝜌,𝜌 𝑎𝜌,𝜑 𝑎𝜌,𝑧
𝑎𝜑,𝜌 𝑎𝜑,𝜑 𝑎𝜑,𝑧
𝑎𝑧,𝜌 𝑎𝑧,𝜑 𝑎𝑧,𝑧

⎞

⎟

⎟

⎠

=
∑

𝑘,𝑙=𝜌,𝜑,𝑧
𝒆𝜌 ⋅ 𝜕𝜌(𝑎𝑘,𝑙𝒆𝑘 ⊗ 𝒆𝑙) +

∑

𝑘,𝑙=𝜌,𝜑,𝑧
𝒆𝜑 ⋅

1
𝜌
𝜕𝜑(𝑎𝑘,𝑙𝒆𝑘 ⊗ 𝒆𝑙) +

∑

𝑘,𝑙=𝜌,𝜑,𝑧
𝒆𝑧 ⋅ 𝜕𝑧(𝑎𝑘,𝑙𝒆𝑘 ⊗ 𝒆𝑙)

=
∑

𝑙=𝜌,𝜑,𝑧
(𝜕𝜌𝑎𝜌,𝑙)𝒆𝑙 +

1
𝜌

∑

𝑙=𝜌,𝜑,𝑧
(𝜕𝜑𝑎𝜑,𝑙 + 𝑎𝜌,𝑙)𝒆𝑙 + 𝑎𝜑,𝑙(𝜕𝜑𝒆𝑙) +

∑

𝑙=𝜌,𝜑,𝑧
(𝜕𝑧𝑎𝑧,𝑙)𝒆𝑙

=
∑

𝑘=𝜌,𝑧
𝑙=𝜌,𝜑,𝑧

(𝜕𝑘𝑎𝑘,𝑙)𝒆𝑙 +
1
𝜌

∑

𝑙=𝜌,𝜑,𝑧
(𝜕𝜑𝑎𝜑,𝑙 + 𝑎𝜌,𝑙)𝒆𝑙 +

1
𝜌
𝑎𝜑,𝜌𝒆𝜑 −

1
𝜌
𝑎𝜑,𝜑𝒆𝜌.

Furthermore, the normal vector on the surface Γ is of the form 𝒏 = 𝑛𝜌𝒆𝜌 + 𝑛𝑧𝒆𝑧 and

𝑃Γ =
⎛

⎜

⎜

⎝

1 − 𝑛𝜌𝑛𝜌 0 −𝑛𝜌𝑛𝑧
0 1 0

−𝑛𝜌𝑛𝑧 0 1 − 𝑛𝑧𝑛𝑧

⎞

⎟

⎟

⎠

=
⎛

⎜

⎜

⎝

𝑝𝜌,𝜌 0 𝑝𝜌,𝑧
0 𝑝𝜑,𝜑 0
𝑝𝜌,𝑧 0 𝑝𝑧,𝑧

⎞

⎟

⎟

⎠

.
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Now we utilize that our system is constant in azimuthal direction, in particular all first derivatives in 𝜑-direction vanish and
𝑢𝜑 = 0. With that, the incompressibility condition (7) turns to

∇𝑅 ⋅ 𝒖 =
[

𝜕𝜌𝒆𝜌 + (1
𝜌
𝜕𝜑)𝒆𝜑 + 𝜕𝑧𝒆𝑧

]

⋅ 𝒖 = 𝜕𝜌𝑢𝜌 +
1
𝜌
(

𝜕𝜑𝑢𝜑 + 𝑢𝜌
)

+ 𝜕𝑧𝑢𝑧
𝑢𝜑=0= 1

𝜌
𝜕𝜌

(

𝜌𝑢𝜌
)

+ 𝜕𝑧𝑢𝑧.

For the conservation of momentum, Eq. (12),

−∇ ⋅
[

𝜂(∇𝐮 + ∇𝐮𝑇 )
]

+ ∇𝑝 =∇ ⋅
[

𝛿Γ(1 − 𝜈)𝑃Γ∇̃Γ ⋅ 𝐮 + 𝜈𝛿Γ𝑃Γ(∇𝐮 + ∇𝐮𝑇 )𝑃Γ
]

+ Pe 𝛿Γ
(

3
√

2𝜎(𝑐)𝜇∇𝜙 + 𝑃Γ∇𝜎(𝑐)
)

. (A5)

Note, that for shorter notation we write here 𝛿Γ instead of the |∇𝜙|. Now formulating this in the described axisymmetric setting,
yields for the first order derivatives

∇𝑅𝑝 = (𝜕𝜌𝑝)𝒆𝜌 + (𝜕𝑧𝑝)𝒆𝑧
∇𝑅𝜙 = (𝜕𝜌𝜙)𝒆𝜌 + (𝜕𝑧𝜙)𝒆𝑧

𝑃Γ∇𝜎(𝑐) = 𝜎′(𝑐)𝑃Γ∇𝑅𝑐 = 𝜎′(𝑐)𝑃Γ((𝜕𝜌𝑐)𝒆𝜌 + (𝜕𝑧𝑐)𝒆𝑧)

and for the second order derivatives

∇𝑅 ⋅
[

𝜂(∇𝑅𝐮 + ∇𝑅𝐮𝑇 )
]

=∇𝑅 ⋅ 𝜂

⎛

⎜

⎜

⎜

⎝

2𝜕𝜌𝑢𝜌 0 𝜕𝑧𝑢𝜌 + 𝜕𝜌𝑢𝑧
0 2

𝜌
𝑢𝜌 0

𝜕𝜌𝑢𝑧 + 𝜕𝑧𝑢𝜌 0 2𝜕𝑧𝑢𝑧

⎞

⎟

⎟

⎟

⎠

=
∑

𝑘,𝑙=𝜌,𝑧
𝜕𝑘(𝜂𝜕𝑙𝑢𝑘 + 𝜂𝜕𝑘𝑢𝑙)𝒆𝑙 +

𝜂
𝜌
∑

𝑙=𝜌,𝑧
(𝜕𝑙𝑢𝜌 + 𝜕𝜌𝑢𝑙)𝒆𝑙 −

2𝜂
𝜌2
𝑢𝜌𝒆𝜌,

∇𝑅 ⋅
[

𝜈𝛿Γ𝑃Γ(∇𝑅𝐮 + ∇𝑅𝐮𝑇 )𝑃Γ
]

=∇𝑅 ⋅ 𝜈𝛿Γ

⎛

⎜

⎜

⎜

⎝

∑

𝑖,𝑗=𝜌,𝑧
𝑘,𝑙=𝜌,𝑧

𝑝𝑘,𝑖(𝜕𝑖𝑢𝑗 + 𝜕𝑗𝑢𝑖)𝑝𝑗,𝑙𝒆𝑘 ⊗ 𝒆𝑙 + 𝑝𝜑,𝜑
2
𝜌
𝑢𝜌𝑝𝜑,𝜑𝒆𝜑 ⊗ 𝒆𝜑

⎞

⎟

⎟

⎟

⎠

=
∑

𝑘,𝑙=𝜌,𝑧
𝜕𝑘

(

𝜈𝛿Γ
∑

𝑖,𝑗=𝜌,𝑧
𝑝𝑘,𝑖(𝜕𝑖𝑢𝑗 + 𝜕𝑗𝑢𝑖)𝑝𝑗,𝑙

)

𝒆𝑙

+
𝜈𝛿Γ
𝜌

∑

𝑙=𝜌,𝑧

(

∑

𝑖,𝑗=𝜌,𝑧
𝑝𝜌,𝑖(𝜕𝑖𝑢𝑗 + 𝜕𝑗𝑢𝑖)𝑝𝑗,𝑙

)

𝒆𝑙 −
2𝜈𝛿Γ
𝜌2

𝑢𝜌𝒆𝜌,

∇𝑅 ⋅
[

(1 − 𝜈)𝛿Γ∇̃Γ,𝑅 ⋅ 𝒖𝑃Γ
]

=∇𝑅 ⋅ (1 − 𝜈)𝛿Γ

(

∑

𝑖,𝑗=𝜌,𝑧
𝑝𝑖,𝑗𝜕𝑖𝑢𝑗 + 𝑝𝜑,𝜑

1
𝜌
𝑢𝜌

)

𝑃Γ

=
∑

𝑘,𝑙=𝜌,𝑧
𝜕𝑘

(

(1 − 𝜈)𝛿Γ

(

∑

𝑖,𝑗=𝜌,𝑧
𝑝𝑖,𝑗𝜕𝑖𝑢𝑗 +

𝑢𝜌
𝜌

)

𝑝𝑘,𝑙

)

𝒆𝑙

+
(1 − 𝜈)𝛿Γ

𝜌
∑

𝑙=𝜌,𝑧

(

∑

𝑖,𝑗=𝜌,𝑧
𝑝𝑖,𝑗𝜕𝑖𝑢𝑗 +

𝑢𝜌
𝜌

)

𝑝𝜌,𝑙𝒆𝑙

−
(1 − 𝜈)𝛿Γ

𝜌

(

∑

𝑖,𝑗=𝜌,𝑧
𝑝𝑖,𝑗𝜕𝑖𝑢𝑗 +

𝑢𝜌
𝜌

)

𝒆𝜌.

Finally, for the concentration equation (11) the application of rotational operators ∇𝑅 and ∇𝑅⋅ is straightforward. Similarly,
for the Cahn-Hilliard equation, Δ𝜙 is replaced by ∇𝑅 ⋅ ∇𝑅𝜙, which is necessary for the chemical potential to approximate
the correct 3-dimensional curvature. However, we refrain from using axisymmetric operators for Δ𝜇 to improve conservation
of cell volume. Using rotational symmetry at this point, would effectively increase the ratio between the extracellular and the
intracellular fluid volume, increasing the undesired dissolution of a part of the cell into the surrounding fluid domain. Note that,
since the primary purpose of the phase-field is to track the cellular interface, rotationally symmetric operators are not necessary
for Δ𝜇.
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